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Abstract—Wireless sensor network (WSN) have been identified as one of the most important 
technology for 21st century. But the energy consumption is the major problem for the 

implementation of wireless sensor network now days. This paper presents the design and 
software based implementation of an energy aware sensor node which helps to solve above 

mentioned problem about WSN. The proposed design helps to construct energy efficient 
WSN. The strategy used in this is useful for sensor node level as well as for network level 

design. For energy efficient communication, distance between transmitter and receiver is 
estimated and then required lowest transmission power is calculated at available data rate. 
After that actual communication takes place. Between two consecutive measurements 
sensor nodes are set to sleep mode for energy saving purpose under normal operating 
conditions. It is observed that energy consumption within whole network under different 
network configurations giving better results. It can give best results by choosing most 
efficient from one of them is also useful.  
Index Terms— Energy efficiency, Central monitoring unit (CMU), Central Processing Unit 
(CPU), Periodic sleep/wake up method, Received signal strength (RSSI), Wireless sensor 
network (WSN). 

INTRODUCTION  

Compact system and wireless 

communication are recent trends and having 
rapid development in this embedded world 

[1]. Wireless sensor technology having wide 
area of applications [2] like industrial 
system monitoring [3], [4], environmental 

sensing [5] etc. WSN are real life 
applications and its development is future 

continued in next year’s [[6], [7].  

Although batteries can be rechargeable and 
many other recharging facilities are 

available [8], energy consumption still 

remains major obstacle for exploitation of 
this technology. Previous researchers 
studied various approaches for reducing 

energy consumption such as duty cycling 
and data driven technology [9]. For duty 

cycling sleep/wake up and MAC protocol is 
used with low duty cycle. Some redundant 
nodes can be set to sleep mode to improve 

network life has been proposed in [10]. If 
sensor is not working in transmitting or 

receiving mode it is assumed to be in low 
power idle state with MAC protocol [11]. In 
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data driven technology approaches to data 
compression and energy efficient data 

acquisition technique [12]. In other research 
data transmission decreased with only 

higher level communication. Here network 
is divided into various subsystems. As data 
transmission is reduced the energy 

consumption is also reduced [13]. Optimal 
energy sampling is obtained by using an 

adaptive sampling algorithm [14]. Other 
energy optimization options are also studied 
like modulation sampling method [15], [16], 

multihop routing schemes [17], network 
sectioning [18], [19], and low power 

hardware [20] is used. Combination of block 
transfer with sleep/wake up scheduling is 
also developed in [21].  

SENSING METHODS  

For reducing energy consumption in WSN 
node level energy saving and network level 
energy saving are basic constraints. As 

mentioned in [22] RF power setting in 
adaptive network configuration strategy is 
used in this paper. Also periodic sleep/wake 

up technique is used to achieve further 
energy saving.  

 

A. Energy Consumption Calculation 

In order to communicate between two or 

more nodes required energy consumption 
for data transmission can be expressed as 

[24]     

 

                      
  (1) 

                                                          

Here   is number of data bits to be 

transmitted,      is environmental factor 

ranging from 2 to 5,   is the distance 

between communications,   is amplification 
factor and       is the dissipated energy used 

to operate transreceiver [26]. 

                             (2) 

 

Where     is the operating voltage,     is 

transmitting current             is the rate of 

data transmission. Whereas receiving energy 
can be expressed by equation 3. 

              (3) 

Equation 1 [26] shows that consumed 

energy is moreover dependant on distance 
between communication and rate of data 

transmission. 

 
 

Fig. 1. Distributed method used in network system. 

 

B. Sensing Methods 
 

To ensure efficient operation of entire WSN, 
power supply plays an important role in the 
system. Therefore to design energy efficient 

network is difficult task. As this paper 
suggests nodal as well as network level 

energy saving, the network level energy 
saving can be implemented with different 
approaches. 

 

Distributed Method: 

In this method each node is acting as 
separate data transmitting or receiving 
device. The energy consumption Edr can be 

calculated by equation 4 given below [26] 
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(4) 

 

Numbers of sensor nodes are denoted by   

in this equation    is the distance between 

each sensor node and CMU,    is the 
number of bits to be transmitted or received 

[1]. 

Clustered Method: All sensor nodes are 

grouped into different number of clusters. 
Each cluster is having its own cluster head 
which collects the data from other sensor 

nodes of same group. After that the cluster 
head will transmit the data to CPU. In this 

method the energy consumption can be 
calculated by following equation 5 [26] 

 

             
          

 

     

 

 

   

              

        

            
          

 

 

 

 

 

(5) 

 

Here M are the number of clusters,    is the 

number of sensor nodes present in the 
respective cluster, distance between sensor 

node and its cluster head is given by   ,    

is the distance between cluster head and 

CPU and number of bits used in 
transmission /reception is given by   . 

DESIGN OF ENERGY AWARE 

SENSOR NODE 

The designing of energy aware sensor node 

is dealing with various parameters. The 
designing is described as follows. 

 
 

Fig. 2. Clustered method used in network 

system. 

 

A. Communication Module  

For communication module transmitted 
power and received power are important 

values. To calculate these values the antenna 
signal gain is assumed to unity. To transmit 
1 bit to the receiver transmitted power and 

received power is given by equation 6 and 7 
[26] 

 

                      (6) 

 

     
   

  
                

   

  
 

       
   

  
  

 

(7) 

 

The rate of data transmission is given by R, 

   is the estimated distance between 
transmitter and receiver,   is the actual 

distance between transmitter and receiver.  

If    <   , due to underestimation 
transmission will fails as there is incorrect 

identification of receiver node. If    >  , 
overestimation will takes place which will 
results in loss of energy as more than 

sufficient energy is received. It will not 
energy efficient communication. The 
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remedy of above problem can found with 
the consideration of received signal strength 

indication (RSSI) one can estimate actual 
distance. For example by using clustered 

method, the sample code is transmitted to 
sensor node by cluster head with maximum 
power     max and received power is     

then the distance can be calculated with 

equation 8 [26] 

 

                    (8) 

 

Therefore minimum power required for data 
transmission is expressed as given in 

equation 9 [26] 

 

          
       

   

  
 

(9) 

 

The format of data packet shown in fig. 3 
can be constructed with following contents 

1) Header………………………… 4 bytes 

2) Synchronous word……………. 2 bytes 

3) Size of packet………………… 1 byte 

4) Address of packet…………….. 1 byte 

5) Data…………………………… n bytes 

6) CRC word……………………... 2 bytes 

 

 

Fig. 3. Flowchart for method selection and 
energy estimation of a network. 
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Fig. 4. Data packet format for transmitter.  

 

As a result each sensor node transmit (10+n) 

bytes data at a time. Therefore its energy 
consumption can be calculated as equation 

10. 

           
        

 
 

 

(10) 

 

Where n is the number of data bytes to be 

transmitted and R is rate of data 
transmission. 

 

B.  Periodic Sleep/wake up Technique 

 

The application of WSN can be possible in 
remote areas where the recharging of 
batteries is not easily possible. In such cases 

for energy saving purpose some sensor 
nodes can kept in sleep/wake up mode with 

specified timer. Timer is used to set sleep 
period, when it overflows, it interrupts sleep 
mode of respected sensor node. And node 

will wake up to perform its defined 
operation. In this way energy saving can be 

done efficiently. 

 

C.  Network Level Energy saving 

 

Only reduce energy consumption at nodal 

level is not sufficient, to reduce energy 
consumption at network level is an 
important part of designing of system. The 

operation of sensor nodes within network is 
carried out under given steps. 

 

 

 

Fig. 5.  Flowchart for sleep/wake up method. 
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Fig. 6. Flowchart for conceptual 

arrangement of networking system. 

 

1) Initialization of system and timer is set 

for particular period .When timer overflows 
sensor node will wake up and collects data 

for transmission or reception if needed.  

2) Before communicating sensor node will 
estimate minimum required transmission 

power     for each sensing method. 

3) Total energy consumption is calculated 
by CPU and selects the best method among 

both for best energy efficient to construct 
network. 

The basic concepts are implemented with 
algorithms are shown in fig. 3, fig. 5 and fig. 

6. Fig. 6 shows flowchart which is used to 
collect all data related to energy and to 
select appropriate and efficient method of 

networking. 

Now the question arises if any node wish to 

communicate between sleep periods, for that 
purpose an interrupt service routine is set 
(ISR). This ISR will calculate the total 

energy estimation and most efficient method 
of networking. The flowchart gives detail 

information about ISR. 

 EXPERIMENTAL RESULTS 

For energy efficient communication nodal 
level and network level different strategies 

are implemented using software. Here all the 
results gathered from simulation and for this 
purpose network simulator is used. In this 

paper to achieve results NS-2 software is 
used.    

 

 

 

Fig. 7.Energy consumption of different 

networks while data transmission. 
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(a) 

 

(b) 

 

(c) 

Fig. 8.Energy consumption between 
Distributed method and clustered method.  

              (a) D = 2m.  (b) D= 10m.  (c) D = 20m. 

 

Figure 7 shows energy consumption takes 
place in network with different approaches. 

It can see that as number of sensor nodes is 
increasing energy saving is increasing. 

Figure 8 shows performance of both 
methods under sleep/wake up mode. The 
energy estimation is calculated by 

considering different communication 
distance. Whereas figure 9 shows energy 

estimation done by Distributed method and 
clustered method for communication 
distance D =2m, 10m and 20m. It can 

summarize that as number of nodes and 
communication distance is increased, 

maximum energy consumption gets reduced. 

 

 

 

Fig. 9. Performance of distributed method 

and clustered method for different 
communication distance. 

CONCLUSION 

In WSN the performance of network is 
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consumed energy by sensor nodes. In this 
paper we have presented design and 
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methods it is possible to achieve energy 
saving for WSN. 

For further study smallest path finding 
algorithm can be used with energy saving 

protocols.   

REFERENCES 

[1] C. Chong and S. P. Kumar, “Sensor networks: Evolution, 

opportunities, challenges,” Proc. IEEE, vol. 91, no. 8, pp. 1247–
1256, Aug. 2003. 

[2] R. Gao and Z. Fan, “Architectural design of a sensory node  

controller for optimized energy utilization in sensor networks,” 
IEEE Trans. Instrum. Meas., vol. 55, no. 2, pp. 415–428, Apr. 

2006. 

[3] A. Tiwari, P. Ballal, and F. L. Levis, “Energy-efficient wireless 

sensor network design and implementation for condition-based 

maintenance,” ACM Trans. Sens. Netw., vol. 3, no. 1, pp. 1–23, 
Mar. 2007. 

[4] F. Salvadori, M. Campos, P. Sausen, R. Camargo, C. Gehrke, C. 

Rech, M. Spohn, and A. Oliveira, “Monitoring in industrial 

systems using wireless sensor network with dynamic power 

management,” IEEE Trans. Instrum. Meas., vol. 58, no. 9, pp. 
3104–3111, Sep. 2009. 

[5] D. Gallo, C. Landi, and N. Pasquino, “Multisensor network for 

urban electromagnetic field monitoring,” IEEE Trans. Instrum. 

Meas., vol. 58, no. 9, pp. 3315–3322, Sep. 2009. 

[6] ON World Inc., Wireless Sensor Networks: Growing Markets, 

Accelerating Demands, Jul. 2005. [Online]. Available:  

http://www.onworld.com/ html/wirelesssensorsrprt2.htm 

[7] C. Alippi and C. Galperti, “An adaptive system for optimal solar 

energy harvesting in wireless sensor network nodes,” IEEE 

Trans. Circuits Syst..  I, Reg. Papers, vol. 55, no. 6, pp. 1742–

1750, Jul. 2008. 
[8] A. Giuseppe, C.Marco, and D. F. Mario, “Energy conservation 

in wireless sensor networks: A survey,” Ad Hoc Netw., vol. 7, 

no. 3, pp. 537–568, May 2009. 

[9] C. Schurgers, V. Tsiatsis, and M. B. Srivastava, “STEM: 

Topology management for energy efficient sensor networks,” in 

Proc. IEEE Aerosp.Conf., 2002, pp. 3-1099–3-1108. 

[10] V. Rajendran, K. Obraczka, and J. J. Garcia-Luna-Aceves, 

“Energyefficient, collision-free medium access control for 

wireless sensor networks,” Wireless Netw., vol. 12, no. 1, pp. 

63–78, Feb. 2006. 
[11] A. Kadrolkar, R. Gao, and R. Yan, “Energy efficient data 

transmission for manufacturing system health monitoring,” in 

Proc. 9th Int. Conf. FrontiersDes. Manuf., Changsha, China, Jul. 

2010, pp. 65–70. 

[12] A. Kadrolkar, R. Gao, and R. Yan, “Energy efficient data 
transmission for manufacturing system health monitoring,” in 

Proc. 9th Int. Conf. FrontiersDes. Manuf., Changsha, China, Jul. 

2010, pp. 65–70. 

[13] R. Yan, D. Ball, A. Deshmukh, and R. Gao, “A Bayesian 

network approach to energy-aware distributed sensing,” in Proc. 
IEEE Sens. Conf., Vienna, Austria, Oct. 2004, pp. 44–47 

 

[14] C. Alippi, G. Anastasi, M. D. Francesco, and M. Roveri, “An 

adaptive sampling algorithm for effective energy management in 

wireless sensor networks with energy-hungry sensors,” IEEE 
Trans. Instrum. Meas., vol. 59, no. 2, pp. 335–344, Feb. 2010. 

[15] V. Raghunathan, C. Schurgers, and S. Park, “Energy -aware 

wireless microsensor networks,” IEEE Signal Process. Mag., 

vol. 19, no. 2, pp. 40–50, Mar. 2002. 

[16] C. Schurgers, V. Raghunathan, and M. Srivastava, “Power 

management for energy-aware communication systems,” ACM 

Trans. Embedded Comput. Syst., vol. 2, no. 3, pp. 431–447, 

Aug. 2003. 
[17] E. Biyikoglu, B. Prabhakar, and A. Gamal, “Energy efficient 

packet transmission over a wireless link,” IEEE/ACM Trans. 

Netw., vol. 10, no. 4, pp. 487–499, Aug. 2002. 

[18] R. Gao, A. Deshmukh, R. Yan, and Z. Fan, “Energy efficient 

wireless sensor network for dynamic system monitoring,” in 

Proc. SPIE, 2005, vol. 5999, no. 4, pp. 1–10. 

[19] D. Ball, R. Yan, T. Licht, A. Deshmukh, and R. Gao, “A 

strategy for decomposing large-scale energy-constrained sensor 

networks for system monitoring,” Product. Plann. Control, vol. 

19, no. 4, pp. 435–447, 2008. 

[20] A. Wang, W. Heinzelman, A. Sinha, and A. Chandrakasan, 
“Energy scalable protocols for battery-operated microsensor 

networks,” J. VLSI Signal Process. Syst. Signal Image Video 

Technol., vol. 29, no. 3, pp. 223– 237, Nov. 2001. 

[21] C. Sha, R. Wang, H. Huang, and L. Sun, “An energy -saving 

strategy based on sleep scheduling and block transmission for 
wireless multimedia sensor networks,” Int. J. Pervas. Comput. 

Commun., vol. 6, no. 2, pp. 248– 267, 2010. 

[23] A. Wang and A. Chandrakasan, “Energy-efficient DSPs for 

wireless sensor networks,” IEEE Signal Process. Mag., vol. 19, 

no. 4, pp. 68–78, Jul. 2002.  

[24] A. Chehri, P. Fortier, and M. Tardif, “UWB-based sensor  

networks for localization in mining environments,” Ad Hoc 

Netw., vol. 7, no. 5, pp. 987–1000, Jul. 2009. 

[25] G. Nan, G. Shi, Z. Mao, and M. Li, “CDSWS: Coverage-

guaranteed distributed sleep/wake scheduling for wireless sensor 

networks,” EURASIP J. Wireless Commun. Netw., vol. 44, pp. 
762–776, Feb. 2012. 

[26] R. Yan, H. Sun, and Y. Qian, “Energy-aware sensor node design 

with its application in wireless sensor networks,” IEEE 

transactions on instrumentation and measurement, vol. 62, no. 

5, may 2013. 
[27] Texas Instruments, CC1101 Data Sheet 2010. [Online]. 

Available: www.ti.com.cn 

 

 

 

http://www.onworld.com/

