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1. INTRODUCTION  

Resource scheduling and management is a key 

problem in multiprocessor system. Each processor 

in the system may handle different type of tasks, 

the need of the resources such as CPU, memory 

and I/O may be different, so that some processors 

may not have adequate resources to execute tasks 

while other processor may not take full use of 

resources. A system without load balancing policy 

will suffer from resources wasting and cannot 

handle more tasks to exert potential of the system. 

In order to solve this problem, a number of load 

balancing policies have been proposed, primarily 

considering the usage of CPU and memory and the 

combination of resources and current research has  

 

 

shown that the data communications will also 

affect the performance of load balancing schemes, 

so that a load balancing policy has to consider a 

number of factors to adapt system environment 

becoming more and more complex. With the 

development of processor technology, multi core 

framework is gradual stable and mature, more and 

more fields 1 This work was supported in part by 

High-Tech Research and Development Plan of 

China under Grant No.2008AA01A317 begin to 

take multi core framework as application 

solutions. But the resource management will be 

more complex if a system uses multi core 

processor to accomplish applications, because 
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multi core will increase flexibility as well as 

complexity for system to manage resource.  

 

A system using multi core processor has to 

design framework deliberately to distribute kinds 

of resources between cores in order to extract the 

capacity of processing of the system. So resource 

management on multi core processor is a complex 

issue, and resource scheduling between multi core 

processors will be more challenging. In this paper, 

we will research a special system consisting of two 

multi core processors which are connected by a 

bus and embedded on one server board. Because 

each processor controls independent resources 

such as cores to process VOD flows, load 

balancing schemes and resource management can 

be used in this system to make multic ore 

processors cooperate when the cores are not 

enough for processor to complete real-time tasks 

on time. Specifically, there is timestamp for each 

packet of flows, so packets should be processed 

and sent out with real-time constraint. And the rate 

of flows changes over time, the total rate of flows 

can changes dramatically in the short time when a 

processor serves lots of flows, so that the load of 

each processor of the system will change sharply.  

 

When the load on one processor cannot be 

completed before timestamp, then the packets will 

be delayed, however, the CPU resource will be 

wasted when the load is low on the processor. In 

order to increase processors utilization and 

improve the real-time characteristic and the 

concurrency of the system, we present a load 

balancing policy which can integrate the resources 

managed by each processor, so that the system can 

process more flows simultaneously and guarantee 

real-time of packets. The reset of the paper is 

organized as follows. In section 2, the related work 

is briefly reviewed. Section 3 introduces the 

system model, and describes the problem in the 

system. In section 4, a policy is proposed to 

schedule the resource in the system. In section 5, 

we introduce a simulation experiment to verify the 

performance of the system. Section 6 concludes 

the paper.  

 

 

 
 

 

2. EXISTING SYSTEM 

1) As a result of its strict adherence to end-to-end 

congestion control, the current Internet suffers 

from two maladies: 

2) Congestion collapse from undelivered packets, 

and unfair allocations of bandwidth between 

competing traffic flows. 

3) The first malady — congestion collapse from 

undelivered packets — arises when packets that 

are dropped before reaching their ultimate 

continually consume bandwidth destinations. 

4) The impact of emerging streaming media traffic 

on traditional data traffic is of growing concern in 

the Internet community. Streaming media traffic is 

unresponsive to the congestion in a network, and it 

can aggravate congestion collapse and unfair 

bandwidth allocation. 
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3. PROPOSED SYSTEM 

To address the maladies of congestion collapse we 

introduce and investigate a novel Internet traffic 

control protocol called Congestion Free Router 

(CFR). The basic principle of CFR is to compare, 

at the borders of a network, the rates at which 

packets from each application flow are entering 

and leaving the network. If a flow’s packets are 

entering the network faster than they are leaving it, 

then the network is likely buffering or, worse yet, 

discarding the flow’s packets. In other words, the 

network is receiving more packets than it is 

capable of handling. CFR prevents this scenario by 

“patrolling” the network’s borders, ensuring that 

each flow’s packets do not enter the network at a 

rate greater than they are able to leave the network. 

This patrolling prevents congestion collapse from 

undelivered packets. 

 

4. CONCLUSIONS  

In this paper a load symmetry policy using on 

multiprocessor platform is presented, and 

introduce a pipeline frame to arrange the multicore 

in the processor to fully exert the capacity of the 

processor. On this basis, we give a load balancing 

policy considering the real-time constraint and 

integrating the resources of processors, and the 

policy can effectively balance the load between 

processors so that increase the processor utilization 

and improve the concurrency and stability of flows 

that the system serves. The experiment result 

proves that the load balancing policy can enhance 

the capacity of the system to resist jitter and the 

performance improvement on packets delay and 

concurrency of flows is significant. 
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