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Abstract 

In market basket analysis user ranking of products is very important in addition to the values of attributes of 

objects. Similarity based comparison between objects play a very important role in many business operations 

such as ranking of objects with respect to the preferences of customers, finding a set of top-k objects in ranking 

order, and finding a set of k-nearest neighbor objects in ranking order and so on present study proposes  a new 

similarity finding measure between objects. This measure computes weighted sums of values of attributes and 

priority values of respective values of attributes. These weighted sums are computed using a linear function 

formula. Finally a new clustering technique is proposed for clustering market basket analysis products using 

newly proposed similarity search measure between two objects new clustering technique based on new 

similarity finding measure is very useful in many real time applications and in many very large database 

operations including query execution. 

Index Terms - Items clustering, attribute values, customer opinions, threshold, weighted sums, linear function, 

similarity measures 

1. Introduction 

Database operations, particularly large database 

operations and are crucial in many real life database 

critical operations in market data analysis, web 

searching, scientific data analysis and research and 

so on finding similarity between objects play a 

crucial role in clustering as well as in data analysis. 

Existing methods for finding similarity between 

objects are completely based only on the values of 

attributes of objects. Various objects‟ similarity 

finding measures are having been proposed in the 

literature of similarity estimations. For instance it is 

used to find pages or documents with similar words 

over the web [1] or in order to detect customers with 

abnormal behavior based on the products they buy 

[2]. Estimation of the similarity between objects is a 

fundamental operation in data management [3]. In 

the literature many different similarity metrics have 

been proposed for evaluating the similarity between 

two data items, such as the Euclidean distance and 

the cosine similarity [3]. 

Some of the important techniques that are used for 

finding similarity between objects are: 

1. Euclidean distance 

2. Longest common sub sequence (LCSS) 

3. Cosine similarity 

4. Edit distance 

5. k-nearest neighbor measure 

6. Kernel distance measure 

Similarity computations can be performed for the 

detection of similar conversations and comments 

between users of the social networks (i.e., comments 

on Facebook, tweets on Twitter) [4]. In order to 

perform such kind of similarity computations, we 

exploit a query type, termed a reverse top-k query 

[4]. In contrast to a top-k query that returns the k 
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products with the best score for a specific customer, 

the result of a reverse top-k query is the set of 

customers for whom a given product belongs to their 

top-k set [5]. 

All these methods estimate objects‟ similarity 

measures between objects based on only values of 

attributes. In reality, similarity values are computed 

more accurately and more generally when priority 

values of attributes are taken into consideration in 

addition to the values of attributes. These types of 

requirements are very useful in business applications 

and many critical database operations. For example, 

in production management attribute values and 

opinions of customers are both very useful for 

ranking the products based on the customers‟ 

preferences. The proposed technique is also useful 

for executing many of the database query operations 

efficiently, effectively and optimally.  

Instead of considering only values of attributes new 

linear functions based technique is proposed for 

product clustering with respect to opinions of 

customer‟s. Linear function computes similarity 

values using both values of attributes of the product 

and the respective priorities or opinions of values of 

those attributes. This linear functions is denoted and 

represented as 

f-weighted(product p ) = 

 

p[1]*priority[1]+p[2]*priority[2]+....+p[n]*priority[n

] 

where, p is the product, p[1] is the value of the first 

attribute of the product p, p[2] is the value of the 

second attribute of the product p, priority[1] is the 

preference value of the first attribute, priority[2] is 

the preference value of the second attribute, 

priority[n] is the preference value of the n
th

 attribute. 

2. Problem Definition 
All the business items, their values of attributes and 

the corresponding opinions of attributes specified in 

the respective tables.  In the previous methods only 

distance measures are used for finding similarity 

between objects. Present study proposes a new 

similarity finding measure between any two 

comparable data items or objects. This new measure 

is a weighted combination of values of objects and 

their respective preferences or opinions of those 

attribute values. Authors addresses the problem of 

measuring the quality of top-k result sets returned by 

an information retrieval system, as is the case of 

comparing search engine results [6].  

Data mining techniques are very much useful in 

many real time applications. Most important data 

mining applications are: 

1. Classification 

2. Clustering 

3. Association 

4. Outlier detection 

5. Web mining 

1.  Text mining 

2. Graph mining and so on 

Present paper proposes a new clustering technique 

for clustering business items using both values of 

attributes and their believable factors of preferences. 

This clustering technique uses newly proposed 

similarity measure between two objects. This 

clustering technique of clustering business items is 

very useful in many real time business critical 

applications.  

 

 

 

 

 

 

 

 

 

 

 

Table-1:  ITEMS DETAILS 

 

 

 

 

 

 

 

 

ITEM Cost($) QUALITY(points) 

I-1 25 44 

I-2 16 66 

I-3 86 94 

I-4 45 26 

I-5 60 80 

I-6 80 90 

I-7 90 60 

I-8 36 58 

I-9 26 40 

I-10 76 20 

I-11 90 80 

I-12 40 60 

I-13 30 40 

I-14 80 90 
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Table-2 Priority for ITEM-1 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

Table-3 Priority for ITEM-2 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table-4 Priority for ITEM-3 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

Table-5 Priority for ITEM-4 by all customers 

 

 

 

 

 

 

 

 

 

 

Table-6 Priority for ITEM-5 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table-7  Priority for ITEM-6 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table-8 Priority for ITEM-7 by all customers 

 

 

 

 

 

 

 

 

 

 

 

Table-9 Priority for ITEM-8 by all customers 

Customer Priority 

(cost) 

Priority 

(quality) 

C-1 0.30 0.70 

C-2 0.90 0.10 

C-3 0.40 0.60 

C-4 0.10 0.90 

C-5 0.60 0.40 

C-6 0.80 0.20 

C-7 0.50 0.50 

C-8 0.20 0.80 

C-9 0.70 0.30 

C-10 0.40 0.60 

Customer Priority 

(cost) 

Priority 

(quality) 

C-1 0.40 0.60 

C-2 0.30 0.70 

C-3 0.90 0.10 

C-4 0.60 0.40 

C-5 0.10 0.90 

C-6 0.50 0.50 

C-7 0.45 0.55 

C-8 0.25 0.75 

C-9 0.45 0.55 

C-10 0.55 0.45 

Customer Priority 

(cost) 

Priority 

(quality) 

C-1 0.35 0.65 

C-2 0.25 0.75 

C-3 0.30 0.70 

C-4 0.40 0.30 

C-5 0.70 0.30 

C-6 0.90 0.10 

C-7 0.85 0.15 

C-8 0.65 0.35 

C-9 0.45 0.55 

C-10 0.50 0.50 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.40 0.60 

C2 0.60 0.40 

C3 0.80 0.20 

C4 0.20 0.80 

C5 0.35 0.65 

C6 0.45 0.55 

C7 0.65 0.35 

C8 0.75 0.25 

C9 0.85 0.15 

C10 0.10 0.90 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.90 0.60 

C2 0.60 0.40 

C3 0.80 0.20 

C4 0.75 0.80 

C5 0.45 0.65 

C6 0.15 0.55 

C7 0.40 0.35 

C8 0.35 0.25 

C9 0.65 0.15 

C10 0.70 0.90 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.40 0.60 

C2 0.70 0.30 

C3 0.80 0.20 

C4 0.20 0.80 

C5 0.50 0.50 

C6 0.30 0.70 

C7 0.10 0.90 

C8 0.55 0.45 

C9 0.60 0.40 

C10 0.45 0.55 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.40 0.60 

C2 0.10 0.90 

C3 0.90 0.10 

C4 0.70 0.30 

C5 0.50 0.50 

C6 0.20 0.80 

C7 0.30 0.70 

C8 0.80 0.25 

C9 0.60 0.40 

C10 0.25 0.75 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.60 0.40 

C2 0.20 0.80 

C3 0.90 0.10 

C4 0.10 0.90 

C5 0.80 0.20 

C6 0.30 0.70 

C7 0.40 0.60 

C8 0.65 0.35 

C9 0.45 0.55 

C10 0.50 0.50 
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Table-10 Priority for ITEM-9 by all customers 

 

 

 

 

 

 

 

 

 

 

 

Table-11 Priority for ITEM-10 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

Table-12 Priority for ITEM-11 by all customers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table-13 Priority for ITEM-12 by all customers 

        Linear weighted function is  

FW  = I1[cost] * priority + I1[quality] * priority[quality] 

 

Table-14 Weighted sums for item I1  

Sum value = 346.90, average of 346.90 = 34.6  

Preference list of customers who have item I1 in their 

preference list is = {C2, C6, C9, C5, C7} 

 

 

 

 

 

 

 

 

 

 

 

Table-15 Weighted sums for item I2   

Sum value = 441.60, average of 441.60 = 44.1  

Preference list of customers for threshold 45 who have item I2 

in their preference list is = {C3, C4, C6, C9, C10 

 

 

 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.20 0.80 

C2 0.45 0.65 

C3 0.85 0.15 

C4 0.60 0.40 

C5 0.20 0.80 

C6 0.80 0.20 

C7 0.40 0.60 

C8 0.70 0.30 

C9 0.80 0.20 

C10 0.40 0.60 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.60 0.40 

C2 0.40 0.60 

C3 0.70 0.30 

C4 0.50 0.50 

C5 0.60 0.40 

C6 0.50 0.50 

C7 0.90 0.10 

C8 0.30 0.70 

C9 0.40 0.60 

C10 0.30 0.70 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.40 0.60 

C2 0.60 0.40 

C3 0.80 0.20 

C4 0.80 0.20 

C5 0.30 0.70 

C6 0.60 0.40 

C7 0.40 0.60 

C8 0.50 0.50 

C9 0.70 0.30 

C10 0.40 0.60 

Customer Priority 

(cost) 

Priority 

(quality) 

C1 0.90 0.10 

C2 0.80 0.20 

C3 0.60 0.40 

C4 0.40 0.60 

C5 0.80 0.20 

C6 0.90 0.10 

C7 0.30 0.70 

C8 0.90 0.10 

C9 0.30 0.70 

C10 0.60 0.40 

Product I1[cost] * priority +  

I1[quality] * priority[quality] 

I1C1 25*0.30 + 44 * 0.70 = 7.50 + 30.80 = 38.30 

I1C2 25*0.90 + 44 * 0.10 = 22.50 + 4.40 = 26.90 

I1C3 25*0.40 + 44 * 0.60 = 10.0 + 26.40 = 36.40 

I1C4 25*0.10 + 44 * 0.90 = 2.50 + 39.60 = 42.10 

I1C5 25*0.60 + 44 * 0.40 = 15.0 + 17.60 = 32.60 

I1C6 25*0.80 + 44 * 0.20 = 20.0 + 8.80 = 28.80 

I1C7 25*0.50 + 44 * 0.50 = 12.5 + 22.0 = 34.50 

I1C8 25*0.20 + 44 * 0.80 = 5.0 +35.20 = 40.20 

I1C9 25*0.70 + 44 * 0.30 = 17.5 + 13.20 = 30.60 

I1C10 25*0.40 + 44 * 0.50 = 10.0 + 26.40 = 36.40 

Product I1[cost] * priority +  

I1[quality] * priority[quality] 

I2C1 16*0.40 + 66 * 0.60 = 6.40 + 39.60 = 46.0 

I2C2 16*0.30 + 66 * 0.70 = 4.80 + 46.20 = 51.0 

I2C3 16*0.90 + 66 * 0.10 = 14.0 + 6.60 = 21.0 

I2C4 16*0.60 + 66 * 0.40 = 9.60 + 26.40 = 36.0 

I2C5 16*0.10 + 66 * 0.90 = 1.60 + 59.40 = 61.0 

I2C6 16*0.50 + 66 * 0.50 = 8.0 + 33.0 = 41.0 

I2C7 16*0.45 + 66 * 0.65 = 7.2 + 42.90 = 50.10 

I2C8 16*0.25 + 66 * 0.75 = 4.0 +49.50 = 53.50 

I2C9 16*0.45 + 66 * 0.55 = 7.2 + 36.30 = 43.50 

I2C10 16*0.55 + 66 * 0.45 = 8.80 + 29.70 = 38.50 
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Table-16 Weighted sums for item I3 

Sum value = 907.80, average of 907.80 = 90.78  

Preference list of customers for threshold 91.0 who have item  

I3 in their preference list is = {C4, C5, C6, C7, C8, C10} 

 

 

Table-17 Weighted sums for item I4   

Sum value = 353.85, average of 353.85 = 35.385  

Preference list of customers for threshold 36.0 who 

have item  

I4 in their preference list is = {C1, C4, C5, C6, C10} 

Similarly remaining computation details are shown 

below: 

Weighted computations for product I5 are 

Sum value = 685.0, average of 685.0 = 68.5 ≈ 69  

Preference list of customers for threshold 69.0 who 

have item I5 in their preference list is = {C1, C2, C3, 

C4, C9, C10} 

Weighted computations for product I6 are 

Sum value = 854.0, average of 854.0 = 85.4 ≈ 86.0  

Preference list of customers for threshold 86.0 who 

have item I6 in their preference list is = {C1, C2, C3, 

C5, C8, C9, C10} 

Weighted computations for product I6 are 

Sum value = 854.0, average of 854.0 = 85.4 ≈ 86.0  

Preference list of customers for threshold 86.0 who 

have item I6 in their preference list is = {C1, C2, C3, 

C5, C8, C9, C10} 

 

Weighted computations for product I7 are 

Sum value = 742.50, average of 742.50 = 74.25 ≈ 

75.0  

Preference list of customers for threshold 86.0 who 

have item I7 in their preference list is = {C1, C2, C5, 

C6, C7, C10} 

 

Weighted computations for product I8 are 

Sum value = 469.30, average of 469.30 = 46.93 ≈ 

47.0  

Preference list of customers for threshold 86.0 who 

have item I8 in their preference list is = {C1, C3, C5, 

C8, C9, C10} 

 

Preference list of customers for item I9 in their 

preference list is = {C2, C3, C4, C6, C7, C8} 

Preference list of customers for item I10 in their 

preference list is = {C2, C4, C6, C8, C9, C10} 

Preference list of customers for item I11 in their 

preference list is = {C1, C2, C5, C6, C7, C8, C10} 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table-18  Clusters of customers with respect to 

products 

Product I1[cost] * priority +  

I1[quality] * priority[quality] 

I3C1 86*0.30 + 94 * 0.65 = 30.1 + 61.10 = 91.20 

I3C2 86*0.90 + 94 * 0.75 = 21.50 + 70.4 = 92.00 

I3C3 86*0.40 + 94 * 0.70 = 25.8 + 65.8 = 91.60 

I3C4 86*0.10 + 94 * 0.60 = 34.4 + 56.4 = 90.80 

I3C5 86*0.60 + 94 * 0.30 = 60.2 + 29.4 = 89.60 

I3C6 86*0.80 + 94 * 0.10 = 77.4 + 9.4 = 86.80 

I3C7 86*0.50 + 94 * 0.15 = 73.1 + 14.1 = 87.20 

I3C8 86*0.20 + 94 * 0.35 = 55.9 +32.9 = 88.80 

I3C9 86*0.70 + 94 * 0.65 = 38.7 + 61.1 = 99.80 

I3C10 86*0.40 + 94 * 0.50 = 43.0 + 47.0 = 90.00 

Product I1[cost] * priority +  

I1[quality] * priority[quality] 

I4C1 45*0.40 + 26 * 0.60 = 18.0 + 15.60 = 33.60 

I4C2 45*0.60 + 26 * 0.40 = 27.0 + 10.40 = 37.40 

I4C3 45*0.80 + 26 * 0.20 = 36.0 + 5.20 = 37.20 

I4C4 45*0.20 + 26 * 0.80 = 9.0 + 20.80 = 29.80 

I4C5 45*0.35 + 26 * 0.65 = 15.75 + 16.9 = 32.65 

I4C6 45*0.45 + 26 * 0.55 = 20.25 + 14.3 = 34.55 

I4C7 45*0.65 + 26 * 0.35 = 29.25 + 9.1 = 38.35 

I4C8 45*0.75 + 26 * 0.25 = 33.75 +6.5 = 40.25 

I4C9 45*0.85 + 26 * 0.15 = 38.25 + 3.9 = 42.15 

I4C10 45*0.10 + 26 * 0.90 = 4.50 + 23.40 = 27.9 

Product Customer list of 

preferences 

P1 C2, C6, C9, C5, C7 

P2 C3, C4, C6, C9, C10 

P3 C4, C5, C6, C7, C8, C10 

P4 C1, C2, C3, C4, C9, C10 

P5 C1, C2, C3, C4, C9, C10 

P6 C1, C2, C3, C5, C8, C9, 

C10 

P7 C1, C2, C5, C6, C7, C10 

P8 C1, C3, C5, C8, C9, C10 

P9 C2, C3, C4, C6, C7, C8 

P10 C2, C4, C6, C8, C9, C10 

P11 C1, C2, C5, C6, C7, C8, 

C10 

P12 C1, C2, C5, C6, C8 

P13         NIL 

P14         NIL 
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Preference list of customers for item I12 in their 

preference list is = {C1, C2, C5, C6, C8} 

New clustering algorithm 

1. Read details of „n‟ number of items 

2. Read priorities of values of attributes by 

customers 

3. Compute weighted sums of all items with 

respect to their attribute values and priorities 

4. Store lists of priorities of all customers 

separately based on item type 

5. For each pair of items I and j estimate similarity 

measure between items I and j 

6. Group items based on the specified highest 

threshold values of similarity measures 

7. Repeat the steps 5 and 6 for the ungrouped 

items until a specified condition is true 

8. Print all final clusters of items 

Intersection divided by union measure computations 

are shown below: 
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Items   P1, P7, P11 and P12 are grouped into one 

cluster based on the highest threshold values. After 

first iteration remaining products are: 
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In the second iteration same process is repeated and 

ITEM-2 is compared with all the un-clustered items. 

 

 

 

 

 

 

 

 

Table -19 
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Items P2, P4, P5 and P10 items grouped into one 

cluster based on the highest threshold values. After 

second iteration remaining ungrouped preference 

lists of customers are 

Product Preference lists of 

customers 

P3 C4, C5, C6, C7, C8, C10 

P6 C1, C2, C3, C5, C8, C9, 

C10 

P8 C1, C3, C5, C8, C9, C10 

P9 C2, C3, C4, C6, C7, C8 

 

Table-20 

Final clusters are 

Cluster 

No 

Products 

Cluster1 P1, P7, P11, P12 

Cluster2 P2, P4, P5, P10 

Cluster3 P3, P6, P8, P9 

 

Table 21 

Conclusion 

Clustering method based on the similarity measure 

estimation between objects is a very important 

technique in data mining as well as machine learning 

techniques. This technique is very useful in many 

real time applications such as spatial database 

maintenance, product management, sales forecasting 

of items, product priority estimation purpose, and 

ranking of items in many database queries, finding 

k-nearest neighbor items, cross selling of products in 

the estimated potential sales area, improving of 

market basket sales of products. Also, clustering has 

many applications in research, science, and other 

applications. In the feature there is a scope for 

clustering data values containing uncertain values in 

the product specifications, distance measures and so 

on. 

Product Customer list of 

preferences 

P2 C3, C4, C6, C9, C10 

P3 C4, C5, C6, C7, C8, C10 

P4 C1, C2, C3, C4, C9, C10 

P5 C1, C2, C3, C4, C9, C10 

P6 C1, C2, C3, C5, C8, C9, 

C10 

P8 C1, C3, C5, C8, C9, C10 

P9 C2, C3, C4, C6, C7, C8 

P10 C2, C4, C6, C8, C9, C10 
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OPENION FOR ITEM-2 

Customer Priority 

(cost) 

Priority 

(quality) 

C-1 0.40 0.60 

C-2 0.60 0.40 

C-3 0.80  

0.20 

C-4 0.20 0.80 

 


