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Abstract 
The proposed work is intended to develop a semi-automatic technique for classifying the sentiments based text. 

Basically in this presented work for text classification the decision trees are implemented which are the 

supervised learning algorithms. But the additional effort for tagging of data is necessary therefore that is known 

as the semi supervised model. The technique is applied on the online student’s learning and discussion to find 

the students experience and improve the experience in further learning processes. Therefore the entire system 

development is performed on two major modules first for generating the student’s communication data and then 

uses it with the supervised model for text classification according to the user emotions. In this technique the web 

data is first pre-processed for improving the quality of learning data. After that the data is used with the NLP 

parser for finding the communicated text features. The computed text features are than used with two different 

supervised learning models namely C4.5 and the ID3. These models are basically a kind of decision trees, 

during training of these algorithms the algorithm generates the tree. These generated decision are termed here 

as the trained model. The trained classifier is further used for real time classification of communicated text for 

the binary classification. The implementation of the entire text mining concept is performed using the JAVA 

technology and the classifiers performance is compared using the accuracy, error rate, memory consumption 

and time consumption. According to the computed classifiers performance the proposed technique namely c4.5 

based classifier perform more accurate classification as compared to the traditional ID3. 

Keywords— text classification, emotional classification, NLP, machine learning, implementation, binary 

classification. 

 

1. Introduction 

The data mining is a rich domain of information 

mining and extraction of knowledge. That is 

offering the tools and techniques that are works 

automatically to analyse the significant amount of 

data. Therefore these techniques are utilizes the 

different computational algorithms which 

estimates the patterns of data during the algorithms 

training. According to the algorithms training the 

data models are divided in two main categories 

supervised and unsupervised learning techniques. 

In literature it is found that the supervised learning 

techniques are much accurate and efficient as 

compared to the unsupervised learning techniques. 

Therefore in this presented work the supervised 

learning approaches are targeted to study for 

classifying the text data according to the 

sentiments and their orientations. 

In this proposed work for students emotions are 

and their learning experience is tried to recover. 

Therefore in first a student’s learning and 

assignment’s portal is prepared and then the 

generated data by students and the faculty 

members are analysed for the binary classification 

scheme for finding the student’s emotions or 

sentiments. Therefore there are two different 

modules of the application is designed first a web 

application which is used to generate the data of 

students and their assignments with the user’s 

reactions. In next step a desktop application is 

designed for extracting the web application data. 

the desktop application is also responsible for pre-

process the data and perform training and testing 

of the extracted text communications between 

different users. 
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The proposed work is intended to enhance the 

previously existing model of social media based 

student learning experience using the opinion 

mining technique. The main aim of the work is to 

design effective and accurate orientation mining 

technique for the social network user. In order to 

work with the opinion mining domain the 

following issues related to the previous work is 

recovered for the improvement some of the issues 

and challenges to optimize the existing system is 

given as. 

1) Not all students are associated or active in 

discussing issues and solutions in social 

networking. 

2) The entire system modelling is performed 

on an engineering students group, the 

involved not all students are discussing 

good things, thus for finding the issues, 

solutions and other aspects of data. Too 

fewer amounts of data is available for 

analysis good things and the study 

experience. 

3) Author able to recover only small amount 

of significant amount of data according to 

the given theme of data analysis. There are 

also some additional information is hidden 

in the data which is not recovered. 

4) There are not a mathematical model exist 

that helps to identify the real world 

problem with the student behaviour. Thus 

an identical theme is required on which the 

student’s issues are required to correlate 

not for all the real world issues. 

In order to recover most of issues from the 

previously obtained issues the following objectives 

are included to design a newer solution. 

1) Prepare the social networking for the 

students and faculties, on which the 

students and teachers can share their data 

and experience. 

2) That is a place where all the students are 

actively participating on accessing lecture 

notes, discuss their problems and find the 

solutions. 

3) Oriented to the specific theme on which the 

issues of students and the solutions of the 

issues can be solvable. 

4) The proposed model includes the text 

classification models for improving the 

classification performance of social 

networking based text analysis. 

5) Only the correlation among the students 

study relevant issues are correlated to the 

mathematical model by which the proposed 

model becomes more effective. 

 

2. Proposed Work 

The section provides the entire details about the 

approach and the solution design technique. 

Therefore first include the detailed overview of the 

domain on which the proposed work is targeted, 

then after the used algorithms are described and 

finally the methodology of solution development is 

also reported.  

A. Domain overview 

The data mining is a domain for the extraction of 

knowledge from the raw set of data. Therefore the 

mining techniques are worked on the basis of their 

learning techniques there are two kinds of learning 

techniques are available supervised and 

unsupervised learning. The unsupervised learning 

techniques support the classification of data and 

the unsupervised learning technique supports the 

cluster analysis of data. But for the pattern 

detection and classification the supervised learning 

algorithms are used. In supervised learning the 

computational algorithms are works on the training 

samples first to estimate the patterns and then 

these trained models are used for classification and 

pattern recognition. But to train the data models 

needs the set of attributes and their class labels. 

These class labels are help to recognize the similar 

pattern attributes. 

In this presented work the decision tree classifier is 

used for the learning the communications of the 

students. Thus first the students communications 

are recorded and then these records are parsed 

using the NLP tool. The NLP tool helps to convert 

the data into the defined part of speech. Using the 
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part of speech the set of attributes are prepared and 

used with the decision tree algorithm to develop 

the classification data model. There are two 

different decision trees namely ID3 and C4.5 

algorithm is applied on the training dataset. This 

data model is used to classify the user 

communication in web portal for finding the 

students good or bad experience. This section 

provides the overview of the proposed concept of 

the proposed technique of sentiment based text 

analysis next section provides the algorithm details. 

B. Algorithm study 

This section provides the detailed understanding of 

the different algorithms which are used for 

implementation and system design. 

Classical C4.5 Algorithm 

C4.5 (developed by Quinlan, 1993) an algorithm 

that learns the decision-tree classifiers, It has been 

observed that C4.5 performs short in the domain 

where there is pre-entrance of continuous 

attributes compared with the learning tasks with 

mostly separate attributes. For instance, a system 

which looks for well-defined decision tree with 2 

levels and then put comments 
[34]

:  

“The accuracy of trees made with T2 is equalized 

or even exceed trees of C4.5 upon 8 out of all the 

datasets, with the entire except one that have 

incessant attributes only.” 

INPUT: An exploratory data set of data (D) 

portrayed with the means of discrete variables. 

OUTPUT:  A decision tree say T which is 

constructed by means of passing investigational 

data sets. 

1) A node (X) is created; 

2) Check if the instance falls in the same class. 

3) Make node (X) as the leaf node and assign 

a label CLASS C; 

4) Check IF the attribute list is empty, THEN 

5) Make node(X) a leaf node and assign a 

label of most customary CLASS; 

6) Now choose an attribute which has highest 

information gain from the provided 

attribute List, and then marked as the 

test_attribute; 

7) Confirming X in the role of the 

test_attribute; 

8) In order to have a recognized value for 

every test_attribute for dividing the 

samples; 

9) Generating  a fresh twig of tree that is 

suitable for test_attribute = attifrom node X; 

10) Take an assumption that Bi is a group of 

test_attribute=attiin the samples; 

11) Check If Bi is NULL, THEN 

12) Next, add a new leaf node, with label of the 

most general class; 

13) ELSE a leaf node is going to be added and 

returned by the Generate_decision_tree. 

ID3 Decision Tree Basics 

Engineered by Ross Quinlan the ID3 is a 

straightforward decision tree learning algorithm. 

The main concept of this algorithm is construction 

of the decision tree through implementing a top-

down, greedy search by the provided sets for 

testing every attribute at each node of decision. 

With the aim of selecting the attribute which is 

most useful to classify a provided set of data, a 

metric is introduced named as Information Gain 
[35]

. 

To acquire the finest way for classification of 

learning set, one requires to act for minimizing the 

fired question (i.e. to minimize depth of the tree). 

Hence, some functions are needed that is capable 

of determine which questions will offer the 

generally unbiased splitting. One such function is 

information gain metric. 

 

ENTROPY 

In order to define information gain exactly, we 

require discussing entropy first. Let’s assume, 

without loss of simplification, that the resultant 

decision tree classifies instances into two 

categories, we'll call them P (positive) and N 

(negative) 

Given a set E, containing these positive and 

negative targets, the entropy of S related to this 

Boolean classification is: 

Entropy(E)= –P(positive) log2P (Positive) – P (negative) 

log2P(negative) 

P (positive): proportion of positive examples in set E 
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P (negative): proportion of negative examples in set E 

INFORMATION GAIN 

As already discussed, for cutting down the depth 

of a decision tree, while traversing the same, 

selection of the best possible characteristic is 

mandatory in order to split the tree, this clearly 

shows that attribute with minimum drop of entropy 

will be the superlative pick. 

Here, the information gain can be termed as 

required drop in entropy in relation with individual 

attribute during the decision tree splitting. 

The information gain, Gain (E, A) of an attribute A, 

Gain(E,A)= Entropy(s)     
   

  

 
             

This concept of gain can be utilized to decide 

positions of attributes as well as to construct 

decision trees in which every node is positioned 

the attribute with maximum gain amongst those 

attributes that are not considered in the path from 

the root yet. 

The intention of this ordering is:  

1) To generate small sized decision trees in 

order to identify records after only a 

handful decision tree splitting steps. 

2) To attain the desired level of unfussiness of 

the decisional approaches. 

 

The main points of ID3 algorithm are as follows: 

1) Obtain all idle attributes and calculate their 

entropy     relating to test samples 

2) Prefer that attribute Which has least 

entropy (or, consistently, the highest 

Information gain) 

3) Create a node having such attributes. 

 

The algorithm is as follows: 

Table 2.1 ID3 Decision Tree 

Input: Examples, Target_Attribute, Attributes 

Output: Decision Tree 

Process: 

 Produce a node being root node of the tree 

 Check if all the examples are positive, If yes 

then generate a single node tree, ROOT, having 

label = +. 

 In case all the examples are found negative, 

then make a single node tree, ROOT, with label 

= -. 

 If there are no attributes for prediction, then 

create a single node tree ROOT labelled as the 

most ordinary used value for that attribute. 

 Else Start following procedure 

 M = an attribute that is classifying the 

Examples in Best way. 

 Make M the decision tree attribute 

 Repeat for every probable value, vi, of M,  

 Expand the Root with one branch, 

equivalent to the test M = vi. 

 Let Examples(vi) be a subset of 

examples that have the value vi for 

M 

 If Examples(vi) is empty  

 Add a leaf node under 

the new branch, labelled 

with most ordinary value 

of the attribute in the 

examples 

 Otherwise add the sub-tree ID3 

(Examples(vi), Target_Attribute, 

Attributes – {A}), under this new 

branch 

 End 

 Return Root  

 

C. Methodology  

The figure 2.1 and figure 2.2 shows the working of 

the proposed solution for extracting information 

from the web portal and utilizing them to analyse 

the student’s experience. The used components of 

the given system are also discussed in this section. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1 web application management 
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Student’s Discussion 
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In figure 2.1 the key points of the proposed web 

application is highlighted. Therefore the role of 

students and teachers are demonstrated for the data 

generation phase. In this scenario first the teacher 

is login to the system; it is a basic authentication 

for identifying the teacher and managing their 

session. After login the teacher can post an 

assignment for the   targeted students. On the 

other hand as the student login to the system 

he/she find the list of assignments on their screen. 

Students write the answers for the assignment 

questions online. In addition of that the student can 

also participate in discussion. All the 

communication is performed using the data base 

scenarios therefore each entry is preserved on the 

database. That data base is termed as the web 

database. This data base is further used with the 

prepared classification model. The web data base 

is further used with the figure 2.2 in this diagram 

the first the pre-processing technique is called. 

Using this technique the data is refined and the 

special characters and stop words are removed first. 

This process reduces the amount of data and 

makes it clean for further use with the algorithm.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure2.2 Sentiment Based Classification 

 

The pre-processed data is used with the NLP 

(natural language processing) parser. That parser 

parses the entire data into the part of speech 

fractions. These fractions are now computed and 

aggregated as the attributes additionally a human 

effort is need to provide the class labels in the 

phase of the class label assignment. After 

assigning the class labels on the selected training 

samples the data is stored on a temporary database 

termed here as the training database. The training 

data base contains a set of instances with the 

attributes and their classes, these patterns are first 

used with the classifiers implemented namely ID3 

and C4.5. These classifiers are performing the 

training over the data and prepare the decision tree 

model. The developed tree using the training 

database data is termed here as the trained model. 

The trained model is now able accept the new or 

upcoming attributes as input for classifying them 

according to their class labels. at the same time the 

performance of the models are also computed in 

terms of accuracy, error rate, memory and time 

consumption. This section defines the working of 

the proposed model and the next section provides 

the summarized step of the involved processes. 

 

D. Proposed algorithm 

This section provides the algorithm steps of the 

proposed data model using C4.5 algorithm for 

classifying the data patterns into their relevant 

sentiments and their patterns.                                                                    

Table 2.2 proposed algorithm 

Input: unlabelled data D, user input training classes   , Test 

Set input T 

Output: classes C 

Process: 

1. Rd= readData(D) 

2. P  = preProcessData(Rd) 

3. For each line in Datatset do 

a. Ai = NLP.Parse(Li) 

b. Ii  = CreatePattern(Ai,Cu) 

4. End for 

5. Db=  DB.Store (Ii) 

6. Tmodel=C4.5· train(Db) 

7. C=Tmodel ·test(T) 

8. Return C 

Preprocessing 

NLP Parshing 

Class label 

assignment 

C4.5 

Training 

ID3 Training 

 Trained Model 

 Classified          

Data 
Performance 

New testing 

Pattern 

Web Database 

Training Database 
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3. Results Analysis 

The given section provides the study about the 

evaluation of the proposed classification algorithm 

and the comparative performance study with the 

traditional classification algorithm. The obtained 

performance factors and their approximated values 

are given. 

 

A. Accuracy  

The accuracy is a measurement of the data model 

for finding the amount of correctly classified data 

using the input samples. The performance of the 

algorithm in terms of accuracy can be evaluated 

using the following formula. 

accuracy%      =                                 

                    
     

 
Figure 3.1 accuracy 

 

The performance of the proposed c4.5 classifier 

and the traditional ID3 algorithm is compared 

using the figure 3.1 and the table 3.1. 

Table 3.1 accuracy  

Dataset size  C 4.5 ID3 

50 93.82 87.38 

100 94.66 89.53 

150 95.29 91.71 

200 96.28 92.68 

300 98.36 94.26 

400 98.69 95.33 

500 99.68 96.86 

 

In this diagram the X axis shows the training 

samples in the dataset and the Y axis shows the 

obtained accuracy in terms of percentage. The 

results of both the classifiers are demonstrating the 

different behaviour of classification aspects, in the 

traditionally implemented classifier the 

performance of the classification is reduces as the 

amount of training instances are increases. On the 

other hand the performance of the proposed 

classification technique is increases as the amount 

of training samples are increase. Thus the 

proposed classifier performs more effectively as 

compared to traditional manner of classification. 

For analysing the results in the statistical manner 

the mean accuracy of both the classifiers are 

computed and their difference in performance is 

reported using the figure 3.2. In this diagram the 

mean performance of both the method in terms of 

accuracy is demonstrated using the Y axis and the 

X axis contains the implemented methods for 

making comparative performance study. 

According to the obtained performance the 

proposed classifier is producing approximately 96% 

of accurate results and the traditional classifier 

produces the 92.53 % of accurate results. Thus the 

proposed classification technique is much efficient 

and accurate as compared to the traditional 

technique of data classification. 

 
Figure 3.2 mean accuracy 
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B. Error rate 

The error rate of the classifier provides the 

estimation about the misclassified samples during 

the testing of the trained classifier. The evaluation 

of error rate can be performed using the following 

formula. 

error rate%  =                            

                   
     

Or  

error rate %=  100  – accuracy% 

The comparative error rate of the proposed and 

traditional classification technique is provided 

using the table 3.2 and the figure 3.3. The given 

figure includes the X axis to show the size of 

training samples and the Y axis shows the amount 

of misclassified patterns in terms of percentage. 

According to the demonstrated results the error 

rate of the proposed classifier is reduces as the 

amount of training instances are increases in the 

database. On the other hand the error rate of the 

traditional scheme is increases as the amount of 

data for learning is increases. Thus the proposed 

classifier is improving the outcomes of the 

classification with increasing the learning patterns. 

 
Figure 3.3 error rate 

Table 3.2 error rate 

Dataset size  C 4.5  ID3 

50 6.18 12.62 

100 5.34 10.47 

150 4.71 8.29 

200 3.72 7.32 

300 1.64 5.74 

400 1.31 4.67 

500 0.32 3.14 

In order to understand the performance of the 

classification more clearly the mean error rate 

percentage is evaluated and reported using the 

figure 3.4. In this figure the amount of error rate 

produced by the algorithms are demonstrated using 

Y axis and X axis shows the methods implemented 

with the system. 

 
Figure 3.4 mean error rate 

 

According to the obtained results the from the 

mean error rate percentage the proposed C4.5 

produces more effective and improving 

performance as compared to the traditional ID3 

classification technique. 

 

C. Memory usages  

The amount of main memory required to 

successfully execute the algorithms is known as 

the memory consumption of the algorithms. The 

given figure 3.5 and the table 3.3 show the 

comparative performance of both the implemented 

classifiers. In the given diagram the X axis shows 

the number of training input samples produced for 

the training to the data models and the Y axis 

shows the amount of main memory consumed by 

the implemented algorithms. According to the 

obtained results the amount of memory 

consumption in the proposed data modeling is 

higher as compared to traditional technique 

because the proposed classifier needs to process 

the data using both the classifiers. 
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Table 3.3 memory usage 

Dataset size  C4.5  ID3 

50 27817 25818 

100 29488 26891 

150 31938 27716 

200 33462 28612 

300 35938 29981 

400 37362 30164 

500 39882 31332 

 

 
Figure 3.5 memory usage 

 

In order to understand the memory usage 

difference among both the classification technique 

the mean memory consumption is demonstrated 

using the figure 3.6 in this diagram the X axis 

shows the amount of instances of the data used for 

training and the Y axis shows the amount of main 

memory consumed during evaluation of data. 

 

Figure 3.6 mean memory consumption 

Time consumption  

The amount of time required to process the data 

using the proposed algorithm is termed here as the 

time consumption of the system. The comparative 

time consumption of both the data models during 

the training is demonstrated using table 3.4 and 

figure 3.7. In this diagram the X axis contains the 

amount of data used for training and the Y axis 

shows the amount of time required to process the 

data samples. According to the obtained results the 

proposed technique consumes higher time as 

compared to the traditional classifier. The 

proposed scheme utilizes the back propagation 

neural network and learning of this algorithm is an 

iterative process thus the amount of time is higher 

as compared to ID3. 

 
Figure 3.7 time consumption 
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In order to understand the difference among both 

the technique’s performance the mean time 

consumption of both the algorithms are computed. 

According to the obtained performance the 

proposed technique consumes more time as 

compared to the traditional technique. Thus the 

proposed model is a time consuming model for 

training time. 

 
Figure 3.8 mean time consumption 

 

4. Conclusions 

The proposed work is intended to find the student 

orientation for the study load and their learning 

experience. Therefore a data mining based 

sentiment analysis technique is implemented on 

the assignment portal to classify the student’s 

communications. This chapter provides the 

summary of the entire efforts made additionally 

the future extension of the work is also suggested. 

A. Conclusion  

The data mining and their technique offers to 

analyse the data and recover the patterns to use 

with the different kinds of applications such as 

banking, business, advertisement agencies and 

others. The data mining approaches are basically 

the computational algorithms. That is first takes 

the training on the predefined data and then use to 

recover the target patterns. According to the 

learning techniques the data models are defined as 

supervised and unsupervised approaches. The 

supervised techniques are more efficient and 

accurate for the pattern classification and 

recognition. Therefore the supervised approach is 

used for classifying the data in the proposed work.  

In this presented work the classification technique 

is demonstrated by implementing with the 

sentiment based classification of text. Therefore 

the proposed work is motivated from the text 

classification techniques and their investigation. In 

order to do this task the student’s assignment 

portal data is used for analysis and their 

classification. Thus first of all a web portal with 

three different user access namely student, faculty 

members and the administrator is implemented 

using java technology. After that the user’s 

communication is captured and stored in the data 

base. After preparing the data communicated 

between different users a separate module of 

desktop application is created. That application 

utilizes the data in three modules. In first the pre-

processing is taken place where the unwanted 

characters and the stop words are removed first. 

After that the NLP processing tool is used to find 

the part of speech of all the communicated 

sentences. The parsed sentences are label with the 

0 and 1 classes where the 0 means the negative 

response of the student and 1 is for the positive 

response. After pre-processing of the data the 

refined data is used with the classifiers for 

performing the training. 

In this phase there are two classifiers namely C4.5 

and ID3 is implemented. The training on the pre-

processed data is performed for both the 

implemented classifiers. After training the 

classifiers are prepared to classify the data. Now 

the new arrived patterns are produces as input to 

the trained data models and the classifiers are 

classifies the given patterns. The implementation 

of the desktop application is also performed using 

the JAVA technology and their performance in 

terms of accuracy, error rate, memory 

consumption and time consumption is computed. 

The performance summaries of the implemented 

techniques are given using table 4.1. 
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Table 4.1 performance summary  

S. No. Parameters  C4.5 ID3 

1 Accuracy  High  Low  

2 Error rate  Low  High  

3 Memory  High  Low  

4 Time consumption  High  Low  

 

According to the obtained performance the 

proposed classifier for sentiments analysis perform 

accurately but the time and memory consumption 

of the classifier is higher as compared to the 

traditional approach of classifier. Therefore the 

proposed classification technique for sentiments 

analysis is referred for those applications where 

the accuracy is considerable as compared to 

resources. 

B. Future extension  

The main objective of the proposed work is to find 

the students orientation according to their interest 

and learning is accomplished successfully. In 

further the following improvements are suggested 

for future work. 

1) Currently the proposed technique limited 

for classifying the text in two classes need 

to improve the classification techniques for 

more than two classes. 

2) Resource consumption during accurate 

classification is higher as compared to 

traditional approach thus need to improve 

the classifier performance to improve the 

time and space complexity 
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